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I. INTRODUCTION 

In [l] KaLnan shows that the solut ion of many important problems 
i n  con t ro l  theory, f o r  example the  problem of predict ion theory and t h a t  
of per turba t ion  guidance, depends d i r ec t ly  upon the  so lu t ion  of t he  matrix 
R i c a t t i  equation. Although t h e  solution t o  t h i s  equation can be obtained 
by g e t t i n g  the  solut ion t o  an associated system of l i n e a r  d i f f e r e n t i a l  
equations (whose order i s  twice the  order of t he  R i c a t t i  system), t h i s  i s  
of l i t t l e  help s ince one must r e s o r t  t o  numerical in tegra t ion  (except i n  
the  constant coe f f i c i en t  case) .  Thus there  a r e  no simple d i r e c t  methods 
of gaining information about t h e  solution t o  the  matrix R i c a t t i  equation, 
except possibly numerical integrat ion.  
nique i s  ine f fec t ive  i f  there  a r e  s ingu la r i t i e s  i n  the  range of i n t e r e s t ,  
and s i n g u l a r i t i e s  a re  cornonplace i n  the case of nonlinear equations. 

As is  we l l  known, t h e  l a t te r  tech- 

We have developed a new technique f o r  obtaining formal r a t i o n a l  
approximations t o  the  solut ion of the  matrix R i c a t t i  equation that  should 
be a valuable t o o l  f o r  describing the  behavior of the  solut ion both l o c a l l y  
and global ly .  
l i n e a r  d i f f e r e n t i a l  equations as a spec ia l  case.  

Note t h a t  t h e  matrix R ica t t i  equation includes systems of 

In our previous work [2,3], we indicated t h e  v e r s a t i l i t y  and 
power of  r a t i o n a l  approximations when applied t o  so lu t ions  of some impor- 
t a n t  s c a l a r  nonlinear d i f f e r e n t i a l  equations. The r e s u l t s  obtained thus 
far show t h a t  t he  formal r a t i o n a l  approximations a r e  as e f f ec t ive  as those 
i n  t h e  s c a l a r  case.  It c a l l s  f o r  a remark t h a t  formal r a t i o n a l  approxima- 
t i o n s  have already been employed i n  the in tegra t ion  of la rge  systems of  
l i n e a r  d i f f e r e n t i a l  equations, see the paper by Legras [4) . 
search f o r  r a t i o n a l  approximations t o  solut ions of nonlinear systems i s  a 
n a t u r a l  course of invest igat ion t o  follow. Preliminary work i n  t h i s  direc-  
t i o n  has been i n i t i a t e d  and the  r e s u l t s  a r e  included i n  t h i s  repor t .  

Thus the  

Section I1 contains t h e  development of t he  r a t i o n a l  approxima- 
t i o n s  t o  the  so lu t ion  of the  matrix R ica t t i  equation. The problem of con- 
vergence of these approximations is discussed i n  Section 111. The examples 
of Section IV i l l u s t r a t e  the  wide app l i cab i l i t y  and u t i l i t y  of- t he  approxi- 
mations. Section V completes t h e  report  with a discussion of t h e  scope of 
t h e  technique and indicates  some important areas of fu ture  research. 
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11. DEVELOPMETJT O F  RATIONAL APPROXIMATIONS 

In  t h i s  sec t ion ,  a l l  matrices considered are mxm and a l l  t h e  
required inverses are assumed t o  ex i s t .  By means of a sequence of l i n e a r  
f r a c t i o n a l  transformations w e  obtain t h e  formal continued f r a c t i o n  repre- 
s en ta t ion  of t h e  so lu t ion  t o  t h e  matrix R i c a t t i  equation. Truncation of 
t h i s  continued f r a c t i o n  y i e lds  a r a t i o n a l  approximation t o  t h e  so lu t ion .  

Consider t h e  equation 

where t h e  c o e f f i c i e n t s  i n  (2.1) a r e  power s e r i e s  i n  t h e  var iab le  t . Also 
r n  i s  a p o s i t i v e  in teger .  A preliminary transformation may be needed t o  
c a s t  a given equation i n t o  the  form (2.1).  We s e t  

and p u t  (2.2) i n t o  (2.1) and requi re  t h a t  

r i n  which case we  ge t  (after dividing the  r e s u l t i n g  equation by 
(2.1) with a l l  t h e  subscr ip ts  increased by unity.  

t n, Eq. 
The new coe f f i c i en t s  are 

and 



Thus, i f  W = Wo , we have 

r 
t 'Eo 

trlEl 
I +- 

I + .  

w =  ( 2 . 5 )  

The nth approximant of t he  continued f r a c t i o n  furn ishes  a r a t i o n a l  approxi- 
mation t o  W , 

w; = a;;lPn , 

where P, and Qn s a t i s f y  the  recurrence r e l a t i o n s  

111. CONVERGENCE THEORY 

( 2 . 7 )  

I n  order t o  discuss the  convergence of t h e  formal continued f r a c -  
t i o n  (2.4) we must def ine  a s u i t a b l e  norm f o r  matrices.  For the  present ,  
if A i s  an mxm r e a l  matrix and x i s  an m x l  r e a l  vector,  we define 
t h e  norm of A by 

where 
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Thus, t h e  following p rope r t i e s  obtain, 

l I A + B I I  * l IA l l  + II B I I  ’ 

and 

where c i s  a s c a l a r  and A and B a re  mxm r e a l  matrices.  We say t h a t  
t h e  sequence of mxm matrices converges, if there  i s  an mxm 
matrix A such tha t  

Also, t h e  continued f r a c t i o n  (2.4) i s  said t o  converge if the  sequence of 

app roximan t s { %+B) converges. 

A t  t h i s  po in t  i n  the  development of formal continued f r ac t ions ,  
l i t t l e  i s  known about convergence. There is ,  however, a c r i t e r i o n  f o r  con- 
vergence s t a t e d  without proof i n  a paper by Wynn [ 5 ] ,  It reads as follows: 

OD 

Theorem: If II&lI < 1 , then the continued f r a c t i o n  
n=O 

A1 I +  
I + .  (3.4) 
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converges. Here, t he  A i  a r e  mxm r e a l  matrices and I i s  t h e  ,- 

u n i t  matrix. 

Much work needs t o  be done i n  t h e  theory of convergence of formal 
continued f r a c t i o n s  and t h i s  w i l l  be p a r t  of our f u t u r e  inves t iga t ions .  

IV. EXAMPLES AND APPLICATIONS 

Her 2 apply the  r e s u l t s  of t h e  previous development t o  
~ 'our 

examples which i l l u s t r a t e  the  u t i l i t y  and d iverse  appl ica t ions  of general- 
ized r a t i o n a l  approximations. 

Example 1: 
with t h e  following problem from l inea r  f i l t e r i n g  and predic t ion  theory, 
see [l]. 
unknown ve loc i ty  of zero mean and known variance. 
p a r t i c l e  i s  cont inua l ly  observed i n  the presence of addi t ive  white noise.  
The b e s t  estimator of pos i t i on  and ve loc i ty  i s  des i red .  
variance equation i s  

We obta in  t h e  so lu t ion  t o  t h e  "variance equation'' associated 

with a f ixed  but  A p a r t i c l e  leaves the  origin a t  time to = 0 
The pos i t i on  of t he  

The associated 

p '  - Fp - PFT + PGP = 0 , 

p 1  p2 0 1  .=Ip2 ,d..-[. JG=[ 11' 
L J 

and FT denotes t h e  transpose of the  matrix F . It i s  convenient t o  
introduce t h e  transformations 

so  t h a t  (4.1) becomes 

3xV' - AV - VAT + rxVBV + C = 0 , 
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NOW V(O)  # o , so our f i r s t  transformation i s  

V = (I + V1)-'El , Vl(0) = 0 . (4.4) 

Proceeding as  i n  Section 11, we f i n d  tha t  t h e  f i r s t  approximation t o  V i s  

3 +r qx 

The corresponding f i r s t  approximation t o  P i s  

p* = 
1 
3q 

3 3+rqt 

(4.5) 

which i s  exact.  Thus it appears t h a t  if the  so lu t ion  t o  the  matrix R i c a t t i  
equation i s  a r a t i o n a l  function, then it i s  poss ib le  t o  ge t  t he  exact 
so lu t ion .  

Example 2: The following matrix Riccati  equation a r i s e s  i n  t h e  inves t iga t ion  
of t he  o s c i l l a t o r y  behavior of solutions t o  a fourth-order ( l i n e a r )  boundary 
value problem, see [6]. 

Z '  - ZCZ + B = 0 , Z(0) = 0 , 
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where p , q and r a re  continuous non-negative functions.  For our 
example, we consider them t o  be constant. 
formations of Section 11, we ob ta in  the  expansion 

Applying the  sequence of trans- 

- B t  

I +  

z =  
t ‘CB/l* 3 
I + t 2BC/3*5  

I +  t2CB/5 7 

(4.8) 

I + .  

For t small, (4.8) s a t i s f i e s  t h e  hypothesis of t he  theorem of Section 111. 

Example 3: It i s  of i n t e r e s t  t o  examine (2.1) i n  case W i s  a diagonal 
matrix. Consider t h e  equation 

XW’ + cw - xw2 - X I  = 0 , w(0) = 0 y 

0 0  

0 1  
w = [ ”  O ] ,  c = [  ] . 

O w2 (4.9) 

Then w1 = t an  x and w2 = J l ( x ) / J o ( x )  . The r e s u l t s  of Sections I1 and 
I11 y i e l d  

xEO w =  9 

x*E1 

I -  

I -  
x2E2 

I - .  

(2n+1) (211-1) 1 0  
- 

En - 
4( n+l) (n+2) 

(4.10) 
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Again, we can show t h a t  (4.10) converges f o r  r e s t r i c t e d  
show t h a t  t he  
j u s t  t h e  matrix whose diagonal elements a re ,  respec t ive ly ,  t he  
approximants of t he  usua l  continued f r a c t i o n  representa t ions  of 
and J~(x) /Jo(x)  
plane,  except a t  t he  poles  of t h e  functions. 

x . We can also 
.th approximant of the formal continued f r a c t i o n  (4.10) i s  

~ t h  
tan  x 

Consequently we have convergence i n  t h e  f i n i t e  complex 

Example 4: 
i s  employed here t o  obtain A-2 where 

The formal continyed f r ac t ion  f o r  t he  square root  of a matrix 

(4.11) 

Truncation of t he  continued f r ac t ion  t o  obta in  t h e  second order main 
diagonal Pad4 approximation y i e l d s  

r . 0 0 6  0.9971 , 
A2 % 

L1.995 5.003J 

which compares favorably with 

(4.12) 

(4.13) 

Although the  square root  of a matrix can be gotten i n  closed form, t h i s  
example i s  i n s t r u c t i v e  i n  two ways. 
i nves t iga t ion  of convergence and second, t he  computation v i a  t h i s  tech- 
nique can be much f a s t e r  than obtaining the  closed form expression. 

F i r s t  it af fords  a s ing le  example f o r  

V. CONCLUSIONS AND RECOMMENDATIONS 

The r e s u l t s  of t h i s  report  show t h a t  formal r a t i o n a l  approxima- 
t i o n s  can be successfu l ly  applied i n  a grea t  number of diverse problems. 
I n  p a r t i c u l a r  they provide a convenient algorithm f o r  analyzing so lu t ions  
of t h e  matrix Ricca t i  equation which a r i s e s  i n  many areas of con t ro l  theory. 



Although t h e  theory of formal r a t i o n a l  approximations i s  s t i l l  
i n  t h e  in fan t  stage,  t h e  approximations a re  extremely usefu l .  The value 
of t h e  approximations would be g rea t ly  enhanced by the  development of 
convergence c r i t e r i a .  The areas below w i l l  be inves t iga ted  i n  the  fu tu re .  

1. Development of general  convergence theory of formal continued f r ac t ions .  

2. Application of t he  sequence of l i n e a r  f r a c t i o n a l  transformations t o  
t h e  matrix Ricca t i  equation t o  obtain approximate so lu t ions .  

3. U t i l i z a t i o n  of the  approximations i n  t h e  ana lys i s  of important problems 
i n  con t ro l  theory including numerical r e s u l t s  and t h e i r  phys ica l  
i n t e rp re t a t ion .  
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